
SELECTION BIAS (CHAPTER 8)
SUPPLEMENT
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Recap

• General definition of selection bias:

Conditioning on a common effect of

(i) treatment A or a cause of A, and

(ii) outcome Y or a cause of Y

• Key idea/result:

Under certain conditions, can adjust for selection bias by inverse
weighting responses of individuals that do not drop out (C = 0) by
Pr[C = 0|A,L]
Standardization works sometimes also

BIOS 776 2 §8 Selection Bias - Supplement



IPCW

• IP censoring weighted estimator

Ê(Y a) =
1
n

n

∑
i=1

I[Ai = a,Ci = 0]Yi

Pr[Ci = 0|Ai,Li]Pr[Ai = a|Li]

unbiased estimator of E(Y a) if Y a ⊥⊥ A|L and Y ⊥⊥C|A,L

• Fig 8.3

96 Causal Inference

open path between treatment and outcome would be  →  , and thus the

entire association between  and  would be due to the causal effect of  on

A CY S
Figure 8.2

 . That is, the associational risk ratio Pr[ = 1| = 1]Pr[ = 1| = 0]

would equal the causal risk ratio Pr
£
 =1 = 1

¤
Pr

£
 =0 = 1

¤
; association

would be causation.

The causal diagram in Figure 8.2 shows another example of selection bias.

This diagram includes all variables in Figure 8.1 plus a node  representing

parental grief (1: yes, 0: no), which is affected by vital status at birth. Suppose

the study was restricted to non grieving parents  = 0 because the others were

unwilling to participate. As discussed in Chapter 6, conditioning on a variable

 affected by the collider  also opens the path →  ←  .
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Both Figures 8.1 and 8.2 depict examples of selection bias in which the bias

arises because of conditioning on a common effect of treatment and outcome:

 in Figure 8.1 and  in Figure 8.2. However, selection bias can be defined

more generally as illustrated by Figures 8.3 to 8.6. Consider the causal diagram

in Figure 8.3, which represents a follow-up study of HIV-infected individuals

to estimate the effect of certain antiretroviral treatment  on the 3-year risk

of death  . The unmeasured variable  represents high level of immunosup-

pression (1: yes, 0: no). Patients with  = 1 have a greater risk of death.

If a patient drops out from the study or is otherwise lost to follow-up before

death or the end of the study, we say that he is censored ( = 1). Patients

with  = 1 are more likely to be censored because the severity of their disease

prevents them from participating in the study. The effect of  on censoring

 is mediated by the presence of symptoms (fever, weight loss, diarrhea, and

so on), CD4 count, and viral load in plasma, all included in , which could

or could not be measured. The role of , when measured, in data analysis is

discussed in Section 8.5; in this section, we take  to be unmeasured. Patients

receiving treatment are at a greater risk of experiencing side effects, which

could lead them to dropout, as represented by the arrow from  to . For

simplicity, assume that treatment  does not cause  and so there is no arrow

from  to  . The square around  indicates that the analysis is restricted to

those patients who remained uncensored ( = 0) because those are the only

patients in which  can be assessed.

According to the rules of d-separation, conditioning on the collider  opens

the path →  ← ←  →  and thus association flows from treatment 

to outcome  , i.e., the associational risk ratio is not equal to 1 even though

the causal risk ratio is equal to 1. Figure 8.3 can be viewed as a simple

transformation of Figure 8.1: the association between  and  resulting from

a direct effect of  on  in Figure 8.1 is now the result of  , a common

cause of  and . Some intuition for this bias: If a treated subject with

treatment-induced side effects (and thereby at a greater risk of dropping out)

did in fact not drop out ( = 0), then it is generally less likely that a second

independent cause of dropping out (e.g.,  = 1) was present. Therefore, an

inverse association between  and  would be expected in those who did not

dropped out ( = 0). Because  is positively associated with the outcome  ,

restricting the analysis to subjects who did not drop out of this study induces

an inverse association (mediated by ) between  and  .

The bias in Figure 8.3 is an example of selection bias that results from

conditioning on the censoring variable , which is a common effect of treat-

ment  and a cause  of the outcome  , rather than of the outcome itself.

We now present three additional causal diagrams that could lead to selection

bias by differential loss to follow up. In Figure 8.4 prior treatment  has a

direct effect on symptoms . Restricting the study to the uncensored individ-

• Can also use standardization in this case
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R Code Illustrating IPCW & Standardization Estimators

n <- 1000000

U <- rnorm(n)

L <- 1*(U>0)

Y <- U + 0.1*rnorm(n)

pA <- .5

A <- rbinom(n,1,pA)

pC.AL <- .25+.25*A+.25*L

C <- rbinom(n,1,pC.AL)

naive <- mean(Y[C==0 & A==1])

ipcw <- (1-pC.AL)*pA

ipcw.est <- 1/n*sum((Y/ipcw)[C==0 & A==1])

stand <- mean(Y[C==0 & A==1 & L==0])*mean(L==0) +

mean(Y[C==0 & A==1 & L==1])*mean(L==1)

print(paste(naive,ipcw.est,stand))

[1] "-0.2666 -0.00119 0.00089"
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IPCW

• IP censoring weighted estimator

Ê(Y a) =
1
n

n

∑
i=1

I[Ai = a,Ci = 0]Yi

Pr[Ci = 0|Ai,Li]Pr[Ai = a]

unbiased estimator of E(Y a) if Y a ⊥⊥ A and Y ⊥⊥C|A,L

• Fig 8.4

96 Causal Inference

open path between treatment and outcome would be  →  , and thus the

entire association between  and  would be due to the causal effect of  on

A CY S
Figure 8.2

 . That is, the associational risk ratio Pr[ = 1| = 1]Pr[ = 1| = 0]

would equal the causal risk ratio Pr
£
 =1 = 1

¤
Pr

£
 =0 = 1

¤
; association

would be causation.

The causal diagram in Figure 8.2 shows another example of selection bias.

This diagram includes all variables in Figure 8.1 plus a node  representing

parental grief (1: yes, 0: no), which is affected by vital status at birth. Suppose

the study was restricted to non grieving parents  = 0 because the others were

unwilling to participate. As discussed in Chapter 6, conditioning on a variable

 affected by the collider  also opens the path →  ←  .
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Figure 8.6

Both Figures 8.1 and 8.2 depict examples of selection bias in which the bias

arises because of conditioning on a common effect of treatment and outcome:

 in Figure 8.1 and  in Figure 8.2. However, selection bias can be defined

more generally as illustrated by Figures 8.3 to 8.6. Consider the causal diagram

in Figure 8.3, which represents a follow-up study of HIV-infected individuals

to estimate the effect of certain antiretroviral treatment  on the 3-year risk

of death  . The unmeasured variable  represents high level of immunosup-

pression (1: yes, 0: no). Patients with  = 1 have a greater risk of death.

If a patient drops out from the study or is otherwise lost to follow-up before

death or the end of the study, we say that he is censored ( = 1). Patients

with  = 1 are more likely to be censored because the severity of their disease

prevents them from participating in the study. The effect of  on censoring

 is mediated by the presence of symptoms (fever, weight loss, diarrhea, and

so on), CD4 count, and viral load in plasma, all included in , which could

or could not be measured. The role of , when measured, in data analysis is

discussed in Section 8.5; in this section, we take  to be unmeasured. Patients

receiving treatment are at a greater risk of experiencing side effects, which

could lead them to dropout, as represented by the arrow from  to . For

simplicity, assume that treatment  does not cause  and so there is no arrow

from  to  . The square around  indicates that the analysis is restricted to

those patients who remained uncensored ( = 0) because those are the only

patients in which  can be assessed.

According to the rules of d-separation, conditioning on the collider  opens

the path →  ← ←  →  and thus association flows from treatment 

to outcome  , i.e., the associational risk ratio is not equal to 1 even though

the causal risk ratio is equal to 1. Figure 8.3 can be viewed as a simple

transformation of Figure 8.1: the association between  and  resulting from

a direct effect of  on  in Figure 8.1 is now the result of  , a common

cause of  and . Some intuition for this bias: If a treated subject with

treatment-induced side effects (and thereby at a greater risk of dropping out)

did in fact not drop out ( = 0), then it is generally less likely that a second

independent cause of dropping out (e.g.,  = 1) was present. Therefore, an

inverse association between  and  would be expected in those who did not

dropped out ( = 0). Because  is positively associated with the outcome  ,

restricting the analysis to subjects who did not drop out of this study induces

an inverse association (mediated by ) between  and  .

The bias in Figure 8.3 is an example of selection bias that results from

conditioning on the censoring variable , which is a common effect of treat-

ment  and a cause  of the outcome  , rather than of the outcome itself.

We now present three additional causal diagrams that could lead to selection

bias by differential loss to follow up. In Figure 8.4 prior treatment  has a

direct effect on symptoms . Restricting the study to the uncensored individ-

• Standardization? First IPCW estimator?
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R Code Illustrating IPCW & Standardization Estimators

n <- 1000000

U <- rnorm(n) # cf Fig 8.4

pA <- .5

A <- rbinom(n,1,pA)

L <- 1*(U>0 & A >0)

Y <- U + 0.1*rnorm(n)

pC.L <- .25+.25*L

C <- rbinom(n,1,pC.L)

ipcw <- (1-pC.L)*pA

naive <- mean(Y[C==0 & A==1])

ipcw.est <- 1/n*sum((Y/ipcw)[C==0 & A==1])

stand <- mean(Y[C==0 & A==1 & L==0])*mean(L==0) +

mean(Y[C==0 & A==1 & L==1])*mean(L==1)

print(paste(naive,ipcw.est,stand))

[1] "-0.1580 0.0016 -0.3975"
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M-Bias Example

• What about Fig 8.6?

96 Causal Inference

open path between treatment and outcome would be  →  , and thus the

entire association between  and  would be due to the causal effect of  on

A CY S
Figure 8.2

 . That is, the associational risk ratio Pr[ = 1| = 1]Pr[ = 1| = 0]

would equal the causal risk ratio Pr
£
 =1 = 1

¤
Pr

£
 =0 = 1

¤
; association

would be causation.

The causal diagram in Figure 8.2 shows another example of selection bias.

This diagram includes all variables in Figure 8.1 plus a node  representing

parental grief (1: yes, 0: no), which is affected by vital status at birth. Suppose

the study was restricted to non grieving parents  = 0 because the others were

unwilling to participate. As discussed in Chapter 6, conditioning on a variable

 affected by the collider  also opens the path →  ←  .
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U
Figure 8.3
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Figure 8.6

Both Figures 8.1 and 8.2 depict examples of selection bias in which the bias

arises because of conditioning on a common effect of treatment and outcome:

 in Figure 8.1 and  in Figure 8.2. However, selection bias can be defined

more generally as illustrated by Figures 8.3 to 8.6. Consider the causal diagram

in Figure 8.3, which represents a follow-up study of HIV-infected individuals

to estimate the effect of certain antiretroviral treatment  on the 3-year risk

of death  . The unmeasured variable  represents high level of immunosup-

pression (1: yes, 0: no). Patients with  = 1 have a greater risk of death.

If a patient drops out from the study or is otherwise lost to follow-up before

death or the end of the study, we say that he is censored ( = 1). Patients

with  = 1 are more likely to be censored because the severity of their disease

prevents them from participating in the study. The effect of  on censoring

 is mediated by the presence of symptoms (fever, weight loss, diarrhea, and

so on), CD4 count, and viral load in plasma, all included in , which could

or could not be measured. The role of , when measured, in data analysis is

discussed in Section 8.5; in this section, we take  to be unmeasured. Patients

receiving treatment are at a greater risk of experiencing side effects, which

could lead them to dropout, as represented by the arrow from  to . For

simplicity, assume that treatment  does not cause  and so there is no arrow

from  to  . The square around  indicates that the analysis is restricted to

those patients who remained uncensored ( = 0) because those are the only

patients in which  can be assessed.

According to the rules of d-separation, conditioning on the collider  opens

the path →  ← ←  →  and thus association flows from treatment 

to outcome  , i.e., the associational risk ratio is not equal to 1 even though

the causal risk ratio is equal to 1. Figure 8.3 can be viewed as a simple

transformation of Figure 8.1: the association between  and  resulting from

a direct effect of  on  in Figure 8.1 is now the result of  , a common

cause of  and . Some intuition for this bias: If a treated subject with

treatment-induced side effects (and thereby at a greater risk of dropping out)

did in fact not drop out ( = 0), then it is generally less likely that a second

independent cause of dropping out (e.g.,  = 1) was present. Therefore, an

inverse association between  and  would be expected in those who did not

dropped out ( = 0). Because  is positively associated with the outcome  ,

restricting the analysis to subjects who did not drop out of this study induces

an inverse association (mediated by ) between  and  .

The bias in Figure 8.3 is an example of selection bias that results from

conditioning on the censoring variable , which is a common effect of treat-

ment  and a cause  of the outcome  , rather than of the outcome itself.

We now present three additional causal diagrams that could lead to selection

bias by differential loss to follow up. In Figure 8.4 prior treatment  has a

direct effect on symptoms . Restricting the study to the uncensored individ-

• Y a ⊥⊥ A and Y ⊥⊥C|A,L ? Then use

Ê(Y a) =
1
n

n

∑
i=1

I[Ai = a,Ci = 0]Yi

Pr[Ci = 0|Ai,Li]Pr[Ai = a]

• Note also true that Y a ⊥⊥ A|W , which suggests

Ê(Y a) =
1
n

n

∑
i=1

I[Ai = a,Ci = 0]Yi

Pr[Ci = 0|Ai,Li]Pr[Ai = a|Wi]
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Fig 8.6 / M-Bias / IPCW

n <- 1000000

U <- rnorm(n)

W <- rbinom(n,1,.5)

pA.W <- .25+.5*W

A <- rbinom(n,1,pA.W)

L <- 1*(U>0 & W>0)

pC.L <- .25+.5*L

C <- rbinom(n,1,pC.L)

Y <- U + 0.1*rnorm(n)

naive <- mean(Y[C==0 & A==1])

pA <- .5; ipcw <- (1-pC.L)*pA

ipcw.est <- 1/n*sum((Y/ipcw)[C==0 & A==1])

ipcw1 <- (1-pC.L)*pA.W

ipcw.est1 <- 1/n*sum((Y/ipcw1)[C==0 & A==1])

print(paste(naive,ipcw.est,ipcw.est1))

[1] "-0.267 5.7e-05 -0.001"
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