
BIOS 760 MIDTERM II, 2014: Solution

1. (a) For any r > 0,

E[Xr] = 2θ−2

∫ θ

0

x1+rdx =
2θ2+r

θ2(r + 2)
=

2θr

r + 2
,

and thus

σ2(θ) =
9

4

[
2θ2

4
−
(

2

3
θ

)2
]

=
θ2

8
,

and the remaining conclusions follow for the CLT.

(b) For any 0 < u < n,

P [n(θ −X(n)) > u] = P [X(n) < θ − u/n]

= (P [X1 < θ − u/n])n

= θ−2n
(
θ − u

n

)2n
=

(
1− u

θn

)2n
→ exp(−2u/θ),

as n→∞. For u ≤ 0, P [n(θ −X(n)) > u] = 1 for all n ≥ 1.

(c) By (b) above,
√
n(θ̂2 − θ) = oP (1). Thus

√
n
[
(θ̂1 + θ̂2)/2− θ

]
= (1/2)

√
n(θ̂1 − θ) + oP (1),

and the remaining conclusions follow from (a) and Slutsky’s Theorem.

(d) Since, by (c),
√
n(θ̂2 − θ) →d N(0, 0), we have that θ̂2 is the most precise since,

at the root-n rate, it has an asymptotic limiting variance of zero, which is stricly

less than the corresponding asymptotic limiting variances of either
√
n(θ̂1 − θ) or

√
n(θ̂3 − θ).

(e) For the first one, we use the delta method via the map θ 7→ g(θ) = 1/θ. Since

ġ(θ) = −1/θ2, we obtain from (b) that

n

(
1

θ̂2
− 1

θ

)
→d −

1

θ2
×−U =

U

θ2
,

and thus its limiting distibution is exponential with mean (2θ)−1. For the second

one, we use (b) and the fact that P (−U = 0) = 0, combined with the extended

continuous mapping theorem for the map u 7→ f(u) = 1/u, to obtain that the

asymptotic limiting distribution is −1/U , where U is as defined in (b).

1



2. (a) Since Xn given Fn−1 is Poisson(λXn−1), for n > 1, we have E[Xn|Fn−1] = λXn−1

and EX1 = λ, and thus, by induction, we obtain the desired result.

(b) First, it is clear that Yn is adapted to Fn, for all n ≥ 1, and F1 ⊂ F2 ⊂ · · · . In

addition,

E[Yn|Fn−1] = λ−nE[Xn|Fn−1] = λ−nλXn−1 = Yn−1.

(c) Since (Yn,Fn) is a martingale, it is also a submartingale. It is also easy to verify

from (a) that E|Yn| = EYn = 1 for all n ≥ 1. Thus, by the martingale convergence

theorem, Yn →a.s. Y , where EY ≤ supnE|Yn| = 1.
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