BIOS 760: Solution to Midterm I 2010

1. Let X = (Xj, X3) be a bivariate random variable with density function
flxy,20) =2, O<xr<ay<1.

(a) Note that Fx(a,b) = 0 if either a < 0 or b < 0.
Assume that 0 < a,b < 1, then

min(a,z2)
Fx(a,b) = // f(z1, x9)dx1dae = // i 2dxdxs

= / 2min(a, xe)dre = /0 (2x9 — 2(xg — a) 4 )dxs
= V- (b— a)+

For a > 1 we have Fx(a,b) = Fx(1,b) and similarly for b > 1 we have Fx(a,b) =

Fx(a,, 1)

(b) For 0 < z; < 1,

flzy) = /f(xl,xg)d@ = /; 2dxe = 2(1 — 1) .

For 0 < z9 < 1,
x2
f(‘rQ) = /f<x17x2)dx1 == A del = 2.1'2 .

(¢) No, since f(xy1,22) # f(x1)f(z2) we conclude that X; and X, are dependent.

(d) For 0 < z; < o,

_f($17$2)_ 2 1
f(.’lfl‘ﬂfg)— f(ZCQ) _271_2_;2

Hence
X2

E[X1|Xs] = /0 T g =2

4]
2. Let X = (X3, X3) be as in Question 1.
Define the function u(zq,x2) = (%,3’}2) and denote Y = (Y7, Ys) = u(Xy, Xy).

(a) The Jacobian matrix is the matrix of first-order partial derivatives.

The Jacobian is the determinant of the Jacobian matrix and it equals 1/xs.



(b) The density of Y can be computed from the density of X as follows:
Fr(yny2) = Fx(u™ (y1,92)) 0
Note that x5 = yo and z; = ¥y, and Ju_1 = x5 = Y. Hence,
Sy W1,92) = 2y2 1 o<yryo o<1y -
Since 0 < 1192 < y2 < 0 < y; < 1, we can write
Sy (y1,92) = 292102y, o<1y -
(c) Yes, Y] is independent of Y;. To see that note that for 0 < yy, 4, < 1,
1 1
fn) = /0 f (1, y2)dys = /0 2yadyz =1
fly2) = /Olf(yl,m)dyl = /01 2yadyr = 2y,

Since fy (y1,v2) = f(y1)f(y2) we conclude that Y; is independent of Y5.
3. Let X1, X5, X3 be random variables on some probability space.
(a) Note that since E[E(X|Y)] = E[X], we have
E [X,E(Xa|Xy)] = E [E [X, (X2 X)) | Xs] .
Since F(X3|X3) is measurable with respect to the o-field generated by X,
BB X, B(G1%,)] |1Xs] = B [B(X]X) E(X ;)]

Similarly, E[XoF(X:|X3)] = E[E(X3|X3)E(X1|X35)], and we obtain the required

equality.
(b) Let
X, 0 Y1 Yig Y
Xy | ~ N3 0 o1 Yoo a3 .
X3 0 Y31 Y3z Mag
Note that
E[E(X1]|X2)|X3] = E[X12Y5 Xo|X3] = L1955 Yo3¥ss X3
E[E(XQ’Xl)’Xg] = E[EmEﬂle]Xg] - Eglzfllzlgzgngg .

Thus when Yoy Y3 # X171 213, we also have E(X1]|X,)|Xs] # E[E(X5|X,)|X3).
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(c) Assume that X, X5, X3 are i.i.d. and that E[|X;|] < co.

X1+ Xy + X5
3

E[X1| X1+ Xo + X3] =

Since Xl,XQ,Xg are lld, E[X1’X1 +X2—|—X3] = E[XQ’Xl +X2+X3] = E[Xg’Xl -+
X2 —|—X3} Thus

8 E[XG| X, + Xy + X5
3
E[X1 + X5 + X3|X1 + X5 + X3]

3

E[X1|X1 + X9 + XS] =

Xy 4+ Xo+ X3
3 )

where the last inequality follows since X; + X5 + X3 is measurable with respect to

the o-field generated by itself.



