
Solution to BIOS760 Midterm Exam, Fall 2006

1. (a) One simple construction is to consider (R2,B × B, λF ), where λF is the Lebesgue-Stieljes

measure generated by F in R2 and F is the joint distribution of X and Y . Then define

(X(ω1, ω2), Y (ω1, ω2)) = (ω1, ω2). The other construction is to define a measure space

(R,B, λFX
), where λFX

is the Lebesgue-Stieljes measure generated by the distribution of

X; similarly, define another measure space (R,B, λFY
), where λFY

is the Lebesgue-Stieljes

measure generated by the distribution of Y . Then consider the product of these two measure

spaces (R×R,B×B, λFX
×λFY

) and on this space, define (X(ω1, ω2), Y (ω1, ω2)) = (ω1, ω2).

(b) FZ(z) = 0.5zI(0 ≤ z < 1) + 0.5. The Z-induced measure is the Lebesgue-Stieljes measure

generated by FZ .

(c) FZ is continuous except a positive jump at 1. Thus, a dominating measure is λ+µ# where

λ is the Lebesgue measure and µ# is the counting measure on {1}. The density function is

fZ(z) = 0.5I(z ∈ [0, 1)) + 0.5I(z = 1).

2. (a) Consider the characteristic function of Xn:

φn(t) = E[eit(1−U/nα)n
] = {eit + eit(1−1/nα)n}/2.

When α = 0, Xn = (1−U) →d U . When 0 < α < 1, φn(t) →p (1+eit)/2. Thus, Xn →d U .

When α = 1, Xn →a.s. exp{−U}. When α > 1, φn(t) → eit so Xn →d 1.

(b) Since U is between 0 and 1 almost surely, (1−U/nα)n converges to 0 if α < 1, e−U if α = 1,

and 1 if α > 1. Then we conclude that the limit distribution of Xn is 0 if α < 1, e−U if

α = 1, and 1 if α > 1.

3. (a) Consider Xn = X and Yn = −X where X has N(0, 1) distribution. Then Xn →d X̃ and

Yn →d X where X̃ is an i.i.d copy of X. Clearly, Xn + Yn = 0 does not converge in

distribution to X̃ + X ∼ N(0, 2).

(b) Use the characteristic function. In fact, we can even show (Xn, Yn) →d (X, Y ).

(c) First show (An, Bn) →p (a, b). Apply the Slutsky’s theorem and we obtain

AnXn + BnYn = (An, Bn)
(

Xn

Yn

)
→d (a, b)

(
X
Y

)
= aX + bY.

1


