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1. Let X1, . . . , Xn be i.i.d. with density β2xe−βx on the positive reals, where 0 < β < ∞,

and let Un =
∑n

i=1Xi. Do the following:

(a) (3 points) Show that Un is a sufficient and complete statistic for estimating β, and

derive the density of Un.

(b) (3 points) Compute the UMVUE of β, which we will denote β̃n, and give the mean

squared error (MSE) of β̃n, and let this MSE be denoted M̃n.

(c) (3 points) Compute the MLE of β, which we will denote β̂n, and give the MSE of

β̂n, and let this MSE be denoted M̂n.

(d) (3 points) Show that

M̂n − M̃n =
3β2

(2n− 1)(2n− 2)
.

(e) (2 bonus points) What happens to M̃n and M̂n when n = 1?

2. Let X1, . . . , Xn be i.i.d. with density βe−βx/2 + β2xe−βx/2 on the positive reals, where

0 < β <∞. Let X̄n = n−1
∑n

i=1Xi, and do the following:

(a) (3 points) Let β̃n = 3/(2X̄n) and show that
√
n(β̃n − β0) is asymptotically normal

with mean zero and variance σ2(β0), and give the form of σ2(β0), where β0 is the

true value of β.

(b) (2 points) Derive the score function ˙̀
β(Xi) for a single observation and show that

the Fisher Information for this model is

I0 =
1

β2
0

[
1 + E

(
β2
0X

2

(1 + β0X)2

)]
.

(c) Let

In(β) =
1

β2

[
1 + n−1

n∑
i=1

(
β2X2

i

(1 + βXi)2

)]
,

and show that

β̂n = β̃n +
n−1

∑n
i=1

˙̀
β̃n

(Xi)

In(β̃n)

is an asymptotically regular and efficient estimator of β0 using the following steps

(over):

1



i. (3 bonus points) Show that for any β sufficiently close to β0,

|In(β)− In(β0)| ≤
4|β − β0|
(β ∧ β0)3

,

where ∧ denotes the minimum, and verify that In(β∗
n) converges to I0 in prob-

ability whenever β∗
n converges to β0 in probability.

ii. (3 points) Show that

√
n(β̂n − β0) = n−1/2

n∑
i=1

I−1
0

˙̀
β0(Xi) + oP (1),

and state why this completes the proof.
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