%REDMON USERS GUIDE Version 2.0
Overview
Isotonic regression is a nonparametric method appropriately used when a dependent response variable is monotonically related to an independent predictor variable.  The regression estimate is a step function which reduces the description of n points to l (<=n) level sets. This method yields a regression model consisting of l more-or-less homogenous subpopulations. The estimate for each group (an interval in the domain) is equal to the average of the response variables for points in the group. 

Under isotonic regression, the number of level sets is often large, preventing simple description. Moreover, the regression model often overfits the data. The reduced monotonic regression and reduced isotonic regression procedures performed by %REDMON improve the parsimony of such models by reducing the number of level sets and the degree of overfitting. This is accomplished using a backward elimination algorithm to combine groups that do not differ significantly from one another. 

The independent variable is assumed to be observed without error, just like in standard linear regression. The errors in the dependent variable, estimated by the residuals obtained by subtracting the reduced isotonic fit from the observed values, are assumed to have an independent, identically distributed Gaussian distribution with zero mean and constant variance. The assumption of constant variance can be relaxed by assuming that the variance of an observation is proportional to a known “weight” variable. However, many of the statistical computations available in %REDMON are not valid for the case of unequal weights. 

Reduced Monotonic Regression versus Reduced Isotonic Regression
Isotonic regression forces the regression estimate to increase or decrease in the direction specified by the user. It is appropriate when the direction of the association is known with certainty. Reduced monotonic regression is a two-sided extension of the reduced isotonic method. The direction of the trend is determined by the data. When the direction is known, the one-sided version is more powerful for detecting changes in the response variable, possibly resulting in a greater number of statistically significant level sets.

Choosing a significance level
Let ( denotes the overall type-I error probability. It corresponds to the test H0: no trend versus H1: isotonic trend or H1: monotonic trend, whichever alternative is specified in the analysis. If the predictor and response variables are in fact unrelated, the true underlying regression model is a flat line. %REDMON will choose the flat line model with probability 1-( under the null, Consequently, the test rejects H0 in favor of H1 if and only if the reduced isotonic (monotonic) regression fit has more than one level set. The user may specify ( using the ALPHA= option or may use the default (=.05. 

The actual number of level sets in the reduced monotonic regression model depends on the data and on the significance criterion (“Significance Level to Stay”) used to determine when the backward elimination algorithm ends. The macro chooses this value automatically (from previously performed simulation studies) such that all groups will be collapsed with probability 1-( under the null hypothesis. Because this value is set internally, users do not need to be aware of it. Nonetheless, a short description of how this value is chosen is provided in the details section. Interested users may override the automatic selection of this value using the SLS= option.
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· Robertson, T., Wright, F. T., Dykstra, R. L. (1988), Order-Restricted Statistical Inference, New York: Wiley.

· Schell, M. and Singh B., “The Reduced Monotonic Regression Method”, JASA 92:128-35, 1997.

Getting Started
To run %REDMON, you must link to the macro from your SAS program. Use the %INCLUDE statement. For example, if the macro is stored in the ‘c:\’ directory, type:



%INCLUDE ‘c:\redmon.sas’; 

After the %INCLUDE statement, the program may be invoked wherever a PROC statement could appear. 

To do so, submit the command %REDMON, followed by arguments which appear in parentheses. For example:



%REDMON(DATA=work.mydata, X=height, Y=weight);

Arguments
Arguments, appearing in parentheses after the word %REDMON, specify the model, request special output, and change defaults. The following table lists them:

	Name
	Purpose
	Default

	DATA=
	Specify the SAS data set
	_LAST_

	X=
	Specify predictor variable
	X

	Y=
	Specify response variable
	Y

	WEIGHT=
	Specify optional weight variable
	no weights

	METHOD=
	Specify isotonic increasing, isotonic decreasing, or monotonic method 
	monotonic (2-sided)

	ALPHA=
	Specify target overall type-I error level 
	overall ( = .05

	SLS=
	Specify significance level to stay in backward elimination of level sets 
	corresponds to ( = .05

	MINSETS=
	Minimum number of level sets desired in reduced regression
	1

	MAXSETS=
	Maximum number of level sets desired in reduced regression
	9999999

	PLOT=
	Request a high-resolution graphics plot and specify location
	no plots

	TEMPCHAR=
	First two characters of name of output data sets
	__

	EBAR=
	Specify method (exact, approximate) for computing  Ebar test p-value
	exact if N<200

	DETAILS=
	Request a summary of steps of the backward elimination procedures
	NO


DATA=

The DATA= argument specifies the name of the SAS data set containing your variables. If this argument is omitted, %REDMON uses the most recently created data set (_LAST_).

Data set specified: 
%REDMON(DATA=work.mydata, X=height, Y=weight);

Data set unspecified:
%REDMON(X=height, Y=weight);

X= 

The X= argument specifies the name of the predictor variable. Only one predictor variable is allowed. If this argument is omitted, %REDMON uses the default X=X. Observations with missing predictor values are deleted from the analysis. 

Y=

Y= specifies the name of the response variable. Only one response variable is allowed. If this argument is omitted, %REDMON uses the default Y=Y. NOTE: Observations with missing response values are deleted from the analysis. 

METHOD= 

RECOGNIZED OPTIONS:  METHOD=up   METHOD=down   METHOD=best

%REDMON performs reduced monotonic regression by default. This means that the macro determines the direction of the trend from the data. When the direction of the trend is known, reduced isotonic (antitonic) regression is more appropriate. This one-sided method uses lower critical values than reduced monotonic regression, corresponding to greater power in the direction specified.

The METHOD= argument is used to request isotonic regression with the direction specified. The following values are allowed:  ‘up’ (for increasing trend, often called isotonic), ‘down’ (for decreasing trend, often called antitonic), and ‘best’ (for monotonic). 

ALPHA= 
Reduced monotonic (isotonic) regression improves the parsimony of the conventional isotonic regression model by combining groups that do not significantly differ. When the predictor and response variables are unrelated, %REDMON collapses all groups into a single one with probability 1-(. The value ( is the type-I error rate for the test H0: no trend versus H1: isotonic trend or H1: monotonic trend, whichever alternative is specified by the user. By default, the target ( = .05. The ALPHA= option is used to specify other values for (.

Overall ( specified:
%REDMON(DATA=work.mydata, X=height, Y=weight, ALPHA=.1);

NOTE: ( values are approximate, not exact. The approximation is accurate for .001 ( ( ( .50 and  sample size 3 ( n ( 3200. (See details.)

SLS=  
Level sets are eliminated using a backward elimination algorithm that combines adjacent groups one at a time. The algorithm ends when each group in the model produces F statistics significant at the SLS= level. SLS stands for “significance level to stay.” By default, the SLS= value is chosen internally as a function of the desired overall type-I error probability (, i.e the probability  that all groups are combined into a single one under the null hypothesis. Unless the user wishes to have direct control over the number of level sets eliminated, this option should not be used. If SLS= is specified then ALPHA= is ignored. 

SLS specified:

%REDMON(DATA=work.mydata, X=height, Y=weight, SLS=.001);

NOTE: When SLS= is specified directly, the overall type-I error rate is no longer controlled. SLS is a comparison-wise signifance level and ( refers to an overall error rate which accounts for multiple comparisons. (See details.)

WEIGHT= 
WARNING: Many of the statistical computations in %REDMON are unavailable or invalid when weights are used. The use of weights may cause the type-I error rate to be higher than its nominal level (. The p-values of the Ebar-square statistic and the Pmin statistic are computed under the assumption of equal weights of the observations. It is not known how the use of weights impacts the validity of these tests. Therefore, caution should be exercised when using the WEIGHT= option. 

The WEIGHT= argument specifies an optional variable whose values represent relative weights for the observations in the analysis. The variance of the outcome variable is assumed to be proportional to the inverse of the observation’s weight. By default %REDMON assumes that all weights are equal to one. Values of the weight variable must be nonnegative. If an observation's weight is zero or missing, the observation is deleted from the analysis. 

WEIGHT var named ‘wt’:
%REDMON(DATA=work.mydata, X=height, Y=weight,WEIGHT=wt);

PLOT=  

RECOGNIZED OPTIONS: PLOT=screen    PLOT=FILE    PLOT=FILE directory
The PLOT= argument requests a high resolution plot to be printed, either to a postscript file or to the display manager default device. To print to the display manager, use the command PLOT=screen. To print to file, use: PLOT=file. This creates a file named ‘_PLOT1.PS’. If such a file exists already, it is overwritten. If PLOT=file is used, it is also possible to specify the directory in which to store the files. This is done by including the name of the directory after the keyword ‘file’. 

	Plot to screen:


	%REDMON(DATA=work.mydata, X=height, Y=weight, PLOT=screen);

	Plot to file:


	%REDMON(DATA=work.mydata, X=height, Y=weight, PLOT=file);

	Plot to file in ‘c:\plots\’ directory


	%REDMON(DATA=work.mydata, X=height, Y=weight, PLOT=file c:\plots\);


EBAR=  

RECOGNIZED OPTIONS: EBAR=CHOOSE   EBAR=EXACT   EBAR=APPROXIMATE

The EBAR= argument specifies the method (approximate or exact) for calculating the p-value of the ebar-square test of monotonic trend. By default, %REDMON calculates the exact p-value if N<200 and uses the approximate method otherwise.  The exact method is computationally intensive and may not be feasible for sample sizes greater than N=1,000. The ebar-square test p-value is printed in the first row of the output under the heading “summary statistics”.  

DETAILS=  

RECOGNIZED OPTIONS: DETAILS=NO   DETAILS=YES       (DEFAULT=NO)

The DETAILS=YES option requests a table summarizing the steps of the backward elimination algorithm. The entries of the table are the p-values encountered at each iteration of the backwards elimination procedure. The number of rows is equal to one minus the number of level sets in the isotonic (monotonic) regression i.e. one row for each pair of adjacent level sets. The number of columns equals the number of iterations. 

Printed output

The output is delivered in the form of 5 tables. 

Table 1 provides the following information

1. the %REDMON version number

2. the regression method

3. the name of the independent variable

4. the name of the dependent variable

5. the number of observations in the input data set

6. the number of observations used in the computations

7. the significance level to stay for used for backward selection

Table 2 provides summary statistics describing the fit of 7 different models. The models are:

1. isotonic (monotonic) regression 

2. reduced isotonic (monotonic) regression

3. two-phase linear regression with data driven change-point

4. quadratic regression

5. linear regression 

6. local quadratic regression (loess) with default smoothing parameter

7. intercept only. 

For each model, the table provides these statistics

1. the error sum of squares

2. the number of parameters (for loess, equivalent number of parameters)

3. the R2 value for the model.

4. a p-value for a test of the null hypothesis that the independent and dependent variables are unrelated.  

The p-values correspond to the following test statistics:

1. the Ebar-square test of monotonic trend

2. a test based on the Pmin statistic (see details)

3. an F test with 2 numerator degrees of freedom based on the quadratic model

4. an F test with 1 numerator degree of freedom based on the linear regression model

Table 3 provides a summary of the fitted isotonic (monotonic) regression model. There is one row for each level set. The columns include

1. the minimum and maximum values of the independent variable in each group

2. the total weight corresponding to observations in each group

3. the predicted value of the independent variable in each group

Table 4 provides a summary of the reduced isotonic (monotonic) regression model. There is one row for each level set. The columns include

1. the minimum and maximum values of the independent variable in each group

2. the total weight corresponding to observations in each group

3. the predicted value of the independent variable in eachgroup

4. the standard deviation of the independent variable within each group

5. The value of the F statistic comparing each group with its neighbor

6. The naïve p-value computed by assuming that the F statistic follows an F distribution

7. An adjusted p-value based on the distribution of the minimum p-value statistic.

Table 5 provides a summary of the best two-phase linear regression fit. The location of the change-of-slope is determined by the data. The summary provides the value of the estimated regression function at the minimum and maximum X value and at the location of the change-of-slope.  

(Optional) Table 6 provides a summary of the steps of the backward elimination procedure. The entries of the table are the p-values encountered at each iteration.

Output data sets

The macro creates 4 data sets. The default names are __file0, __file1, __file2,  __file3. The file names are created by appending the value of the macro variable &TEMPCHAR (“__” by default) to “file0”, “file1”, “file2”, and “file3”. The value of the &TEMPCHAR macro variable can be changed using the TEMPCHAR= option.

__file0 provides predicted values from both the original as well as the reduced isotonic regression fits.  It contains 1 row for each observation in the input data set. 

__file1 provides a summary of the ORIGINAL ISOTONIC fit.

__file2 provides a summary of the REDUCED ISOTONIC fit.

__file3 provides a summary of the best TWO-PHASE LINEAR fit. 

Example

Example 1: National League homerun averages

This example uses yearly homerun batting averages from the National League for the years 1901 to 1940. The data consist of 40 observations (one for each year). The independent variable is YEAR, the dependent variable is HRAVG (home run batting average), and the weight variable is AB (the number of at-bats). Figure 1shows a scatterplot of the data with four different regression estimates overlaid. To formally justify the reduced monotonic regression procedure we would assume that home-run averages are independent realizations from normal populations with variance proportional to the inverse of the number of at-bats and means known a priori to increase from one year to the next. Although these assumptions are not realistic for this particular data set, %REDMON is still useful for describing the data.

Figure 1.
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 The following statement produce Output 1.1:

data nl; 

year=1900+_N_;

input ab hravg@@;

datalines;

38967 0.0057 38146 0.0026 38008 0.0039 41010 0.0043 41219 0.0044 

39649 0.0032 39337 0.0036 40078 0.0038 40649 0.0037 40615 0.0053 

41107 0.0076 41153 0.0069 41301 0.0075 40846 0.0065 40888 0.0055 

41090 0.0058 41385 0.0049 33780 0.0041 37284 0.0055 42197 0.0062 

42376 0.0109 43050 0.0123 43216 0.0124 42445 0.0117 42859 0.0148 

42009 0.0105 42344 0.0114 42336 0.0144 43030 0.0175 43693 0.0204 

42941 0.0115 43763 0.0148 42559 0.0108 42982 0.0153 43438 0.0152

43891 0.0138 42660 0.0146 42513 0.0144 42285 0.0153 42986 0.016

;

title “National League Homerun Averages, 1901-1940”;

proc print data=nl(obs=10);

%include “c:\my documents\my sas files\redmon2.sas”;

%REDMON(data=nl,x=year,y=hravg,weight=ab,method=UP);

Output 1.1

	                             National League Homerun Averages, 1901-1940                  1    

                                Obs    year      ab     hravg

                                  1    1901    38967    .0057

                                  2    1902    38146    .0026

                                  3    1903    38008    .0039

                                  4    1904    41010    .0043

                                  5    1905    41219    .0044

                                  6    1906    39649    .0032

                                  7    1907    39337    .0036

                                  8    1908    40078    .0038

                                  9    1909    40649    .0037

                                 10    1910    40615    .0053




	                   VERSION:                    REDMON 2.0                                2

                   REGRESSION METHOD:          ISOTONIC (INCREASING)

                   EXPLANATORY VARIABLE:       year

                   RESPONSE VARIABLE:          hravg

                   WEIGHT VARIABLE:            ab

                   # OF OBSERVATIONS READ                40

                   # OF OBSERVATIONS USED                40

                   SIGNIFICANCE LEVEL TO STAY: 0.0069443058

                   ALPHA:                      .05




	        OBS MODEL                             SSE  NO_PARMS   RSQUARE         P          3

      ------ --------------------------- --------- --------- --------- ---------

          1 ISOTONIC (INCREASING)          4.0171   11.0000    0.8970 2.667E-14

          2 REDUCED REGRESSION             5.0449    3.0000    0.8706 3.321E-14

          3 PIECEWISE LINEAR REGRESSION    8.2098    3.0000    0.7895  3.03E-13

          4 QUADRATIC REGRESSION           8.9178    3.0000    0.7713   1.4E-12

          5 LINEAR REGRESSION              8.9188    2.0000    0.7713 9.748E-14

          6 LOCAL LINEAR (LOESS)           3.4968    9.3719    0.9103         .

          7 INTERCEPT ONLY                38.9952    1.0000         .         .




	                       OBS      XMIN      XMAX    WEIGHT      YHAT                       4

                    ------ --------- --------- --------- ---------

                         1    1.0000    9.0000    357063  0.003916

                         2   10.0000   10.0000     40615  0.005300

                         3   11.0000   19.0000    358834  0.006079

                         4   20.0000   20.0000     42197  0.006200

                         5   21.0000   21.0000     42376    0.0109

                         6   22.0000   24.0000    128711    0.0121

                         7   25.0000   27.0000    127212    0.0122

                         8   28.0000   28.0000     42336    0.0144

                         9   29.0000   38.0000    431470    0.0148

                        10   39.0000   39.0000     42285    0.0153

                        11   40.0000   40.0000     42986    0.0160



	   OBS      XMIN      XMAX    WEIGHT      YHAT    STDDEV         F         P      PADJ   5

------ --------- --------- --------- --------- --------- --------- --------- ---------

     1    1.0000   20.0000    798709  0.005079  0.001398   76.4840 1.552E-10 1.552E-10

     2   21.0000   27.0000    298299    0.0120  0.001310   12.2009  0.001256    0.0115

     3   28.0000   40.0000    559077    0.0149  0.002306         .         .         .



	                      OBS LABEL        XMIN      KNOT      XMAX                         6

                    ------ ------- --------- --------- ---------

                        1 YHAT(X)   0.001646    0.0140    0.0150

                        2   X           1901      1930      1940


The output in Box 2 is a summary of the commands submitted to the %REDMON macro. The table reveals that 40 observations were used in the computations. The significance level to stay (SLS) was chosen as 0.0069. This SLS was chosen automatically by the macro and corresponds to an alpha level of 0.05 which is the default. Using this SLS level assures that the reduced isotonic regression model will have 2 or more level sets with probability less than 5%, if the independent and dependent variables are in fact unrelated. 

The output in Box 3 provides summary statistics for 6 models. The first describes the ISOTONIC regression model. It has 11 level sets and this model explains 89.7% of the variation in the data. It is a property of isotonic regression that its r-square is the maximum value obtainable by any monotonic function. The p-value of a test based on the Ebar-square statistic is 2.667E-14, highly significant. However, since a weight variable was used in these computations, the validity of the Ebar-test p-value is questionable. The p-value was computed under the assumption of equal weights. It is not clear how the use of unequal weights impacts the validity of the p-value compuation. Therefore, extreme caution is advised. 

The second row describes the reduced isotonic regression model. It has 3 level sets and captures 87.1% of the variance. This is close to isotonic  regression R-square  89.7%, but it is based on a model with 3 level sets rather than 11. It may therefore be preferred on the grounds of parsimony. Moreover, Schell and Singh (1997) showed that for several common statistical relations both methods overfit the data, but the reduced monotonic regression method does so to a much smaller degree. The p-value based on the Pmin statistic is 3.321E-14, which is close to the Ebar p-value. Here again, the validity of the p-value is in doubt due to the use of unequal weights. The third row describes the two-phase linear fit with the location of the change-of-slope determined by the data. It captures about 79% of the variance. The forth and fifth rows indicate that the piecewise-linear, quadratic and linear regression models capture about the same amount of variance, 77.1%. Because the linear regression model uses fewer parameters it may be preferred on the grounds of parsimony. Neither model is able to explain as much variation as the reduced monotonic regression model. 

Box 4 and Box 5 provide summaries of the full and reduced isotonic regression models. In Box 5, the columns labeled F, P and Padj provide statistics that are computed in order to perform backward elimination and represent the last set of values computed before the algorithm was terminated. The naïve p-value associated with combining groups 1 and 2 is 1.552E-10. The adjusted p-value is also given as 1.552E-10. In theory these two numbers should be different. However, %REDMON is not able to accurately compute adjusted p-values for naïve p-values this small, and so the naïve p-value is printed instead. The user can comfortably conclude however that the adjusted p-value is quite low (<.0001). The naïve p-value for groups 2 and 3 is 0.001256. Groups 2 and 3 were not combined because the naïve p-value was less than the SLS value of 0.0069. The adjusted p-value of 0.0115 indicates that alpha level at which the two groups would be combined. For example, if we re-ran the macro using the option ALPHA=0.0110, then groups 2 and 3 would then be combined. Box 6 provides a summary of the two-phase linear regression fit. 

The following code produces Output 1.2.

%REDMON(data=nl,x=year,y=hravg,weight=ab,alpha=0.0110,method=UP);

Output 1.2

	           OBS MODEL                             SSE  NO_PARMS   RSQUARE         P       6

          ------ --------------------------- --------- --------- --------- ---------

              1 ISOTONIC (INCREASING)          4.0171   11.0000    0.8970 2.667E-14

              2 REDUCED REGRESSION             6.7085    2.0000    0.8280 3.321E-14

              3 PIECEWISE LINEAR REGRESSION    8.2098    3.0000    0.7895  3.03E-13

              4 QUADRATIC REGRESSION           8.9178    3.0000    0.7713   1.4E-12

              5 LINEAR REGRESSION              8.9188    2.0000    0.7713 9.748E-14

              6 INTERCEPT ONLY                38.9952    1.0000         .         .


	   OBS      XMIN      XMAX    WEIGHT      YHAT    STDDEV         F         P      PADJ   7

------ --------- --------- --------- --------- --------- --------- --------- ---------

     1    1.0000   20.0000    798709  0.005079  0.001398  182.8880 4.441E-16 3.321E-14

     2   21.0000   40.0000    857376    0.0139  0.002450         .         .         .



Except for row 2, the table in Box 6 is identical to the table in Box 3. The new table reveals that the reduced monotonic regression now has only two level sets and the R-square has diminished from 87.1% to 82.8%. The p-value for the test based on Pmin is 3.321E-14 which is the same value given in Box 3. Note that the same number appears in the first row in Box 7 under the heading PADJ. This occurs because the smallest p-value encountered in the backward elimination process, Pmin, happens to be the p-value comparing the final 2 level sets. Although it is not necessarily true that Pmin equals the p-value for the last two remaining level sets, exceptions are rare.

The option DETAILS=YES requests a summary of the steps of the backward elimination algorithm.  The following  code produces the text in Output 1.3.  

%REDMON(data=nl,x=year,y=hravg,weight=ab,alpha=0.0110,details=yes);
Output 1.3

[The actual output from the macro has been reformatted.]
	P-VALUES AT SUCCESSIVE ITERATIONS OF BACKWARD ELIMINATION

	
	iter_1
	iter_2
	iter_3
	iter_4
	iter_5
	iter_6
	iter_7
	iter_8
	iter_9
	iter_10

	level1,2
	0.4834
	0.4759
	0.4686
	0.4618
	0.4553
	0.0106
	0.0100
	0.0094
	
	

	level2,3
	0.6924
	0.6809
	0.6759
	0.6712
	0.6667
	
	
	
	
	

	level3,4
	0.9499
	
	
	
	
	
	
	
	
	

	level4,5
	0.0766
	0.0153
	0.0137
	0.0123
	0.0111
	0.0088
	0.0083
	9.2E-09
	1.6E-10
	4.4E-16

	level5,6
	0.5579
	0.5511
	0.4990
	0.4925
	0.4862
	0.4808
	0.4772
	
	
	

	level6,7
	0.9395
	0.9385
	
	
	
	
	
	
	
	

	level7,8
	0.3113
	0.3030
	0.2513
	0.0052
	0.0036
	0.0032
	0.0019
	0.0006
	0.0013
	

	level8,9
	0.8170
	0.8139
	0.8109
	
	
	
	
	
	
	

	level9,10
	0.8111
	0.8079
	0.8047
	0.7843
	
	
	
	
	
	

	level10,11
	0.7856
	0.7820
	0.7784
	0.7751
	0.5147
	0.5095
	
	
	
	


Details

Isotonic regression minimizes the (weighted) sum of squares of deviations from the model to the data under the restriction that the fit is non-decreasing, i.e. E(Y|X = x) is monotonic in X. This is accomplished using the pooled adjacent violators algorithm (PAVA). The resulting regression estimate is a step function with l (<=n) level sets. The number of level sets is then reduced using a backward elimination algorithm.  The model selection procedure is analogous to performing backward elimination of regression variables in PROC REG using the SELECTION=BACKWARD option.  The algorithm begins by calculating F statistics for each pair of adjacent level steps. The pair of level sets with the least significant F statistic is collapsed into a single level set. The procedure continues until all of the F statistics are significant at the SLS= level. The value of SLS is chosen such that all steps are collapsed with probability 1-( if the unknown true regression is a flat line. 

(  and SLS
The SLS values chosen automatically by %REDMON are based on simulation results described in Schell and Singh, 1997, and on subsequent simulations. A detailed description of these simulations, the underlying theory, and its implementation in %REDMON is provided in a separate technical document (available from the authors on request). To determine SLS levels we applied the reduced isotonic and reduced monotonic regression procedures to data sets of sizes 3 < N < 3200 consisting of normally distributed random noise. For each data set we determined the largest number p such that reduced isotonic regression with SLS=p would choose a model consisting of a single flat line. The correct SLS for a type-I error rate of (, is the 100(-th percentile of the distribution of the random variable p. The distribution function of the random variable p was estimated parametrically using regression splines. The parametric model yields a formula that can be used to determine the SLS that corresponds to a particular (. As described in the technical document, the accuracy of the formula has been verified for .001 ( ( ( .50 and sample size 3 ( n ( 3200.

Computation of p-values

The %REDMON output includes a table of “summary statistics” for seven types of regression models: 1) Isotonic/Monotonic, 2) Reduced Isotonic/Monotonic, 3) Two-phase linear 4) Quadratic, 5) Simple linear, 7) Intercept only (flat line). The reported p-values all correspond to tests of the hypothesis that the true regression is a flat line. The p-value for isotonic regression is based on the Ebar-squared(0,1) statistic described in Robertson, Wright and Dykstra (1988). A two-sided extension of this test is obtained by doubling the one-sided p-value. The original one-sided test is used when METHOD=up or METHOD=down is specified, and the two-sided extension is used when METHOD=best is specified. 

Determining the exact p-value is computationally intensive but Robertson, Wright and Dykstra (1988) supply a method for computing approximate p-values. By default, the approximate method is used for sample sizes greater than 200. 

Software requirements
%REDMON 2.0 requires SAS version 8.01 or later. An implementation for  SAS versions 6.xx and 7.xx is available upon request.

The %REDMON macro and Users Guide were written by:
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Michael J. Schell, PhD
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Director, Biostatistics Core Facility, UNC Lineberger Comprehensive Cancer Center

mschell@bios.unc.edu

Please contact one of the authors to request the macro or report bugs. 

%REDMON is distributed WITHOUT ANY WARRANTY. 

You may use and freely modify the code in any way you like.

If %REDMON is used for work presented for publication, kindly

reference the authors of the reduced monotonic regression method:

Schell, MJ. and Singh B., “The Reduced Monotonic Regression Method”, JASA 92:128-35, 1997.
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